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@_kenny_joseph

What is dimensionality reduction?

§We take our big data matrix and reduce it down to a 
smaller size

§ There are a few reasons we might want to use 
dimensionality reduction. Can you think of any?
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@_kenny_joseph

What is dimensionality reduction?

§We take our big data matrix and reduce it down to a 
smaller size

§ There are a few reasons we might want to use 
dimensionality reduction. Can you think of any?
§ Visualization (why?)
§ To shrink the size of our feature set (why?)
§ To understand and get rid of correlations between our features… 

find the “intrinsic dimensionality”
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@_kenny_joseph

The utility of dimensionality reduction - visualization
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https://s3-us-west-2.amazonaws.com/lab-apps/pix-plot/index.html#MES25713

https://setosa.io/ev/principal-component-analysis/



@_kenny_joseph

The utility of dimensionality reduction – learning 
about our features
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@_kenny_joseph

The utility of dimensionality reduction – improve
learning
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https://proceedings.neurips.cc/paper/2013/file/9aa4
2b31882ec039965f3c4923ce901b-Paper.pdf



@_kenny_joseph

How do we do dimensionality reduction?

§ Lots and lots and lots of ways
§ I am going to introduce three:

§ Principle Component Analysis (PCA)
§ Singular Value Decomposition (SVD)
§ Uniform Manifold Approximation and Prediction (UMAP)

§ The first two are intimately related (you can use SVD to 
solve PCA, and vice versa)

§ The last one is neat and a relative newcomer. 
§ You do not need to understand the math.
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@_kenny_joseph

What is PCA? Explanation 1
The goal of principal component analysis is to identify the 
most meaningful basis to re-express a data set. The hope is 
that this new basis will filter out the noise and reveal hidden 
structure.

Put another way:
Is there another basis, which is a linear combination of the 
original basis, that best re-expresses our data set?

From: https://arxiv.org/pdf/1404.1100.pdf
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@_kenny_joseph

What is PCA? Explanation 2

An algorithm that aims to minimize 
reconstruction error of the data with a 
fixed number of dimensions (where that
number is much smaller than the number 
of dimensions in the matrix)
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@_kenny_joseph

How does PCA work?
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https://www.youtube.com/watch?v=FgakZw6K1QQ&ab_channel=StatQuestwithJoshStarmer



@_kenny_joseph

Key Points

§ PCA assumes
§ the right goal is to minimize reconstruction error
§ Linearity
§ Orthogonality of the PCs

§ The loadings of features onto each PC represent …

§ The skree plot tells us …
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@_kenny_joseph

Will PCA help us on this data? Example 1
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@_kenny_joseph

Will PCA help us on this data? Example 2
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@_kenny_joseph

Will PCA help us on this data? Example 3
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@_kenny_joseph

What will PC1 be…

15



@_kenny_joseph

Draw a dataset where PC1 explains 
maximal variance
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@_kenny_joseph

Another visual analysis
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https://setosa.io/ev/principal-component-analysis/



@_kenny_joseph

PCA vs. SVD

§PCA is SVD after you have centered the 
data
§Why might you not want to center data?
§Why might you want to center data?
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@_kenny_joseph

Code demo
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